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Abstract

Online textual content constitutes a valuable source of in-
formation for market stakeholders, enabling them to unveil
their business network’s most important operations and inter-
actions, and to gain insights about their customers, business
partners, and competitors, in order to make well-informed
strategic decisions. Due to the problem of information over-
load, manually extracting this information remains a labori-
ous task for professionals, making the use of Information Ex-
traction technologies a powerful asset. In this context, this pa-
per concerns discovering business relations between compa-
nies (e.g. company-partner) from French content on the web.
We present a new dataset for business relation extraction at
the sentence level and develop a set of deep learning experi-
ments to distinguish between business vs. non-business rela-
tions, as well as identify five types of business relations ac-
cording to a predefined taxonomy. Our results are encourag-
ing, showing that multitask architectures are the most produc-
tive beating several strong state of the art baselines.

Introduction
Web 2.0 has shaped the way information is shared in the
world and accelerated the generation and spread of eco-
nomic and financial information online making it accessi-
ble in different formats such as: companies announcements,
industry research reports, online news articles, and policy
statements. This strategic information is used by market
stakeholders to take well-informed decisions (Oberlechner
and Hocking 2004). For example, in order to maximize
any gain while minimizing any possible losses, banks and
investors need to analyze their clients and investees busi-
ness relations and stock prices to evaluate the risks asso-
ciated with giving them a loan or an investment. At the
same time, companies should conversely have a real-time
overview about their business network changes and competi-
tors’ strategies, to be able to detect threats or opportunities,
therefore adapt their strategies in order to thrive and remain
competitive in the market (Sewlal 2004).

In a rapidly changing business environment, economic
and financial textual information is generated online in huge
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amounts and at a rapid pace, making its exploitation by mar-
ket stakeholders a challenging task. Nowadays, profession-
als manually scrutinize tons of financial statements (Berns
et al. 2021), companies announcements (Han, Hao, and
Huang 2018), and online news articles (Liang et al. 2020) to
identify knowledge about their competitors, customers, the
market trends and movements while requiring a lot of time
and effort. Hence, the availability of systems that automati-
cally extract this information (e.g. named entities, relations,
events) from textual content between market entities (e.g.,
startups, companies, non-profit organizations, etc.) can be
an essential tool. For example, from the sentence (1) below
taken from our dataset, one can infer that the company Air-
bus is a supplier for the company Inmarsat.

(1) Le groupe Airbus a signé avec Inmarsat un con-
trat de livraisons pour la réalisation de trois satellites
géostationnaires reconfigurables en orbite.
(The Airbus group has signed a contract with Inmarsat
for the delivery of three reconfigurable geostationary
satellites in orbit).

Roughly, state of the art on information extraction from
financial textual data concerns either event extraction or bi-
nary business relation extraction (henceforth BRE) involv-
ing two organizations. Event extraction aims at identifying
event triggers, and their arguments (which can be compa-
nies and firms) (Lefever and Hoste 2016; Jacobs, Lefever,
and Hoste 2018; Qian et al. 2019; Jacobs and Hoste 2021;
Xingyue, Liping, and Zhiwei 2021; Wang et al. 2021) and
has been used in multiple applications such as stock mar-
ket prediction (Chen et al. 2019; Usmani and Shamsi 2021),
perceiving market trends (Berns et al. 2021; Han, Hao, and
Huang 2018), assisting investors’ decisions and risk analy-
sis (Liang et al. 2020; Hogenboom et al. 2015). BRE on the
other hand aims at discovering either Inner-Organizational
(Inner-ORG) relations linking a company and its compo-
nents (e.g. company-employees, company-CEO), or Inter-
Organizational (Inter-ORG) for relations involving differ-
ent companies (e.g. company-customer, company-partner)
(Zhao, Jin, and Liu 2010; Zuo et al. 2017). BRE has shown
to be crucial to valuate companies (Zuo et al. 2017), analyze
complex emerging business ecosystems (Braun et al. 2018),
understand industries structures (Yamamoto et al. 2017), ex-



tract competitive intelligence (Zhao, Jin, and Liu 2010; Xu
et al. 2011), and reduce credit risk for financial institutions
by identifying links between customer groups (Yan et al.
2019).

Our paper focuses on Inter-ORG BRE that may hold be-
tween two organizations expressed at the sentence level.
Compared to domain-specific relation extraction (like the
biomedical (Khachatrian et al. 2019; Li et al. 2020; Xing,
Luo, and Song 2020) or food (Wiegand et al. 2012; Cenikj,
Seljak, and Eftimov 2021) domains), BRE has received
much less attention in the literature, despite its strategic
importance for organizations’ decision-makers. Most exist-
ing works have used semi-supervised approaches relying ei-
ther on lexico-syntactic patterns generated from dependency
trees (Braun et al. 2018), or lexical patterns based on a list of
keywords which are specific to each predefined relation type
(Lau and Zhang 2011). Yamamoto et al. (2017) used Deep-
Dive, a machine learning system based on Markov Logic
Network to extract business relations from web news arti-
cles. Neural networks have recently been used. For exam-
ple, Yan et al. (2019) and Collovini et al. (2020) extract rela-
tions between Fintech companies from news text using Con-
ditional Random Field and Bi-directional Gated Recurrent
Units, while De Los Reyes et al. (2021) rely on BERT pre-
trained language model (Devlin et al. 2019).

These approaches share four main limitations: (1) they
rely on datasets that are either small (less than 3k)
(De Los Reyes et al. 2021; Collovini et al. 2020) or not
freely available to the research community (Yan et al. 2019;
Yamamoto et al. 2017), (2) they generally consider only
two relations (Yamamoto et al. 2017; Lau and Zhang 2011;
De Los Reyes et al. 2021), (3) they target English data even
if BRE has been explored in few other languages such as
German (Braun et al. 2018), Chinese (Yan et al. 2019),
and Portuguese (De Los Reyes et al. 2021; Collovini et al.
2020), and (4) they rarely account for the absence of busi-
ness relations which makes BRE in real-world applications
more challenging due to their irregular linguistic patterns
and their high number of instances in the data (e.g., around
63% and 54% in the corpora used in (Khaldi et al. 2021) and
(De Los Reyes et al. 2021) respectively).

We aim here to address these limitations through four
main contributions:

1. The first large French dataset1 for BRE of about 10k in-
stances annotated according to a predefined taxonomy of
five business relations.

2. A set of deep learning monotask experiments to classify
business relations relying on different contextual repre-
sentations of input sentences.

3. A new multitask model that jointly learns relation iden-
tification (a binary classification: Business Vs. Non-
Business) as an auxiliary task learned jointly with rela-
tion classification (multiclass classifier) using multitask
objectives in order to reduce the noise due to negative in-
stances and help the model to learn more discriminative
features about business relations.

1Link to BizRel dataset

4. Qualitative analysis of our results highlighting main
causes of classification errors.

Our results show that the proposed multitask architecture
achieves the best scores, beating several competitive state
of the art baselines. The reminder of the paper is organized
as follows: We first present our data in Section 2, then our
models in Section 3. We describe the experiments carried
out and the results in Section 4 and give the error analysis in
Section 5.

BizRel Dataset
To build our dataset, we consider 5 business relations de-
scribed below, following the characterization proposed in
(Khaldi et al. 2021) where a relation linking two named en-
tities of type Organization (henceforth EO) is expressed at
the sentence level:
• INVESTMENT: an EO is a subsidiary of another EO, or

EO holds (all or part) of the shares of another EO.
(2) Le missilier européen MBDA (filiale commune

d’Airbus, Leonardo et BAE) espère que l’accord
signé à Helsinki lui donnera à terme accès à des fi-
nancements pour développer de nouvelles versions
de son missile antichar de moyenne portée (MMP).
(The European missile MBDA (a joint subsidiary of
Airbus, Leonardo, and BAE) hopes that the agree-
ment signed in Helsinki will eventually give it ac-
cess to financing to develop new versions of its
medium-range anti-tank missile (MMP).)

• COMPETITION: a competition/rivalry between two EOs
providing the same goods or services, or wanting to ac-
cess the same relatively small market.
(3) Boeing et l’avionneur brésilien Embraer, rival de

Bombardier sur les avions régionaux, ont annoncé
discuter sur un éventuel rapprochement de leurs ac-
tivités.
(Boeing and the brazilian aircraft manufacturer
Embraer, Bombardier’s regional aircraft rival, have
announced discussions on a possible merger of their
activities.)

• COOPERATION: a contractual cooperation between two
EOs, or when two EOs work together on the same
project.
(4) Depuis le 25 novembre 2017, 32 associations et

startups , 400.000 citoyen.nes, la Fondation Kering,
Facebook et la Région Île-de-France ont travaillé
ensemble avec Make.org pour élaborer le premier
plan de actions de la société civile contre les vio-
lences faites aux femmes.
(Since November 25th, 2017, 32 associations and
startups, 400,000 citizens, the Kering Founda-
tion, Facebook, and the Île-de-France region have
worked together with Make.org to develop the first
civil society action plan against violence against
women.)

• LEGAL PROCEEDING: one EO launches a legal proceed-
ings against another EO.
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(5) Grégoire Triet a représenté Shionogi dans une
action en contrefaçon de brevet portant sur un
médicament contre le VIH, qui l’a opposé à Merck
et ses filiales.
(Grégoire Triet represented Shionogi in a patent in-
fringement action relating to an HIV drug, which
brought him against Merck and its subsidiaries.)

• SALE-PURCHASE: one EO is a client of another, or sup-
plies it with goods or services.

(6) Le capot d’un réacteur d’un Airbus A320 de la
compagnie Frontier Airlines s’est rompu en plein
décollage.
(The engine hood of a Frontier Airlines Airbus
A320 broke during take-off.)

We add the relation OTHERS to account for any other non-
business relation, or the absence of a relation. For example,
in (7), one can infer two relations: Investment (EO1,EO2)
and Investment (EO3, EO2). However, since no business re-
lation links EO1 to EO3, it is therefore annotated as Others
(EO1,EO3) in our dataset.

(7) En 2016, [General Motors]1 a acheté [Cruise
Automation]2 pour 1 milliard de dollars, rejoint
début juin par le japonais [Softbank]3, qui a annoncé
y investir 2,25 milliards de dollars.
(In 2016, [General Motors]1 bought [Cruise
Automation]2 for 1$ billion, joined in early June
by Japan’s [Softbank]3, which announced it was
investing 2.25$ billion.)

Note that this relation can have many other linguistic pat-
terns which resemble the ones used to express one of our five
business relations, making this relation irregular, then very
hard to predict.

This taxonomy has been used to manually annotate sen-
tences extracted from the web. We retrieved textual con-
tents from various sources (e.g. companies websites, on-
line news articles, industrial reports, excluding social me-
dia, e-commerce, and code versioning websites.) by request-
ing search engines API using a list of keywords related to
various business activity fields such as autonomous cars,
3D printing, etc. The sentences to annotate are selected ac-
cording to two main criteria: (i) They must contain at least
two entities of type ORG as predicted by both Spacy and
StanfordNLP, two well-known named entity taggers; and (ii)
Sentences whose words are at least 95% of type ORG are
discarded. The collected sentences were manually annotated
by six non-domain-expert French speakers via the collab-
orative annotation platform Isahit2. More details about the
annotation process and guideline can be found in (Khaldi
et al. 2021). The average Kappa (Cohen 1960) between the
annotators and the experts is 0.685, which is an acceptable
agreement given the complexity of the task (many relations
are implicitly expressed and the large context within the sen-
tence (41 words on average) makes the annotation hard).

Table 1 summarizes the distribution of instances per rela-
tion type. We can notice that OTHERS is the most frequent

2https://isahit.com/en/

relation (near 68%), which is almost similar to the propor-
tion observed in our English dataset (63%) (Khaldi et al.
2021). This is also in line with the proportion of negative
classes reported in many binary relation extraction bench-
marks (e.g 79% in TACRED (Zhang et al. 2017), 50% in
BioRel (Xing, Luo, and Song 2020), and 85.3% in i2b2 2010
(Uzuner et al. 2011)).

#Total Train. Dev. Test. #Total
Invest. 220 48 47 315

Compet. 1,229 263 263 1,825
Cooperat. 598 128 129 855

Legal. 41 9 9 58
Sale. 188 40 40 268

Others 4,747 1,017 1,018 6,782
#Total 7,023 1,505 1,505 10,033

Table 1: Dataset statistics.

For the following experiments, the dataset has been split
into a train (70%), a development (15%), and a test set
(15%).

Proposed Models
We propose MT-BizBERT, a multitask model based on the
pre-trained language model BERT (Devlin et al. 2019) fine-
tuned on our business relations dataset.

Multitask architectures have shown to be effective for
generic and specific relation extraction by learning addi-
tional implicit information from either generic auxiliary
tasks (Wang and Hu 2020; Zhou et al. 2019) (e.g., de-
pendency parsing, recognizing textual entailment task from
GLUE Benchmark), or from multiple domain related tasks
(Yadav et al. 2020) (e.g., Protein-Protein Interaction, Drug-
Drug interaction). Recently, Lyu et al. (2022) showed that
adding binary classification to discriminate between posi-
tive and negative instances from the same dataset, as an aux-
iliary task, could improve the overall performance of rela-
tion extraction on SemEval 2010 Task 8 data. Our contribu-
tion consists of combining different auxiliary tasks from the
same dataset that can help the model learn more discrimi-
native features between business vs. non-business instances,
and between business instances only.

The model we propose is shown in Figure 1. Our objec-
tive is to assign to a relation instance noted i = (S, e1, e2),
where S is the sentence, e1 and e2 are target entities, one
relation type r from a set of predefined relations R. We con-
sider three values for R: bin = { business, Others}, biz = {
Invest., Compet., Cooperat., Legal., Sale.}, and all = { In-
vest., Compet., Cooperat., Legal., Sale., Others}.

Let TR be a relation classification task, where R is the set
of pre-defined relations to consider in this task. Our main
task is Tall performing business relation classification while
accounting for the negative relation OTHERS given its im-
portance in end-user systems. We consider two different
auxiliary tasks to be learnt jointly with the main task.

• Tbin a binary relation classification task (business Vs.
non-business) that helps the main task to learn more

https://isahit.com/en/


Figure 1: Multitask BRE model architecture.

generic features about business relations and discrimi-
nates them from non-business ones (OTHERS),

• Tbiz a multi-class business relation classification task
that learns more specific features about business rela-
tions while discarding the noisy negative relation OTH-
ERS which has irregular patterns.

All these three tasks have a shared sentence encoder,
named BizBERT, initialized using mBERT3, a pre-trained
BERT multilingual language model fine-tuned on our
French dataset. At the input level, the beginning and end of
each target entity are marked using typed entity marker (i.e.
SUB-ORG or OBJ-ORG) as suggested by (Zhou and Chen
2021). The input sentence is then fed to the sentence en-
coder to generate a contextualized sentence representation.
We use the concatenation of CLS token representation and
entities representations as an input for the classifier layer.
Each task has its own classifier accounting for the number
of relations to consider: 2 for Tbin, 5 for Tbiz , and 6 for Tall.

We experiment with three models aiming to improve the
main classification task by considering three different com-
binations of auxiliary tasks: MT-BizBERTall+bin, MT-
BizBERTall+biz and MT-BizBERTall+biz+bin. The mod-
els have been trained using cross-entropy loss, where one
loss is calculated per task in each model.

Experiments & Results
Baselines
We compare our models to monotask baselines that have
shown to be quite effective for generic binary relation
extraction (e.g. Component-Whole, Cause-Effect) on the
SemEval 2010 Task 8 dataset (Hendrickx et al. 2010).
Note that more competitive models exist such as LUKE
(Yamada et al. 2020) and K-Adapter (Wang et al. 2020)).
However the adaptation of these models to French is
costly since it requires either a re-training from scratch

3Link to mBert

of the language models or the use of language-dependent
linguistic resources which are not always available for the
French language. The baselines are as follows:

– CNN (Zeng et al. 2014). It is based on a convolutional
neural network that uses FastText (Mikolov et al. 2018) pre-
trained word embedding vectors of 300-dimension, three 1D
convolutional layers of different window sizes (3, 4, and 5
respectively). Each layer is followed by a max-pooling layer.
The output layer is composed of a fully connected layer fol-
lowed by a softmax classifier. The results reported here were
obtained by using a dropout of 50% and optimized using the
Adam optimizer with a learning rate of 10−3.

– Attention-BiLSTM (Zhou et al. 2016). As for CNN,
FastText embeddings are used to initialize the embedding
layer. The LSTM layer uses two LSTM hidden layers to ex-
tract high-level features while taking into account left and
right contexts. The attention layer merges the word-level
features extracted by LSTM layers into a sentence level vec-
tor by multiplying them by a weight vector calculated from
the outputs of the LSTM layers. The final output layer is
used for relation classification. During experiments, best re-
sults have been obtained by using 100 hidden units, an em-
bedding dropout rate of 70%, a final layer dropout rate of
70% and the Adam optimizer with a learning rate of 1.

– R-mBERT (Wu and He 2019). This is an adaptation
of pre-trained BERT multilingual language models for RE
as suggested by (Wu and He 2019) in order to take into ac-
count entities representation. The models are fine-tuned on
our dataset for 5 epochs to provide contextualized sentence
and entity representations that are concatenated and fed into
a relation classifier. We use the same hyperparameters of the
original paper.

In addition to these baselines, we newly propose the two
models below to deal with the specificities of French data:

–R-FlauBERT and R-CamemBERT. Following the
adaptation of BERT for relation classification (Wu and He
2019), we adapt the French pre-trained language models
CamemBERT (Martin et al. 2019) and FlauBERT(Le et al.
2019) by adding a classification layer on top of the pre-
trained language model, to which the contextualized repre-
sentations of the input sentence and target entities are given
to predict the relation type. The models are fine-tuned on our
dataset for 5 epochs.

All baseline models perform the main task of multi-
class business relation classification including OTHERS (i.e.,
Tall).

Results
Both the baselines and the multitask models were evaluated
on the BizRel test set. The results are reported in Table 3 in
terms of macro precision, recall, and F1-score.

We can observe that the baseline models based on pre-
trained language models are more effective than the ones
based on static embeddings (CNN and Bi-LSTM), with the
multilingual model R-mBERT giving the best F1 score re-
sult among them. The multitask models achieve good re-
sults outperforming the best baseline R-mBERT (+ 1.3% in
F1). From the obtained results, two interesting findings can

https://github.com/google-research/bert/blob/master/multilingual.md


Model P R F1
CNN (Zeng et al. 2014) 66.8 51.3 57.0
Bi-LSTM (Zhou et al. 2016) 56.6 55.0 53.3
R-mBERT (Wu and He 2019) 71.2 64.1 67.1
R-CamemBERT 74.6 53.8 59.5
R-FlauBERT 77.2 59.7 66.3
MT-BizBERTall+bin 66.2 67.1 66.5
MT-BizBERTall+biz 72.9 64.8 68.0
MT-BizBERTall+bin+biz 71.4 66.1 68.4

Table 2: Our results. Best scores are underlined while bold
ones are those that outperform the best baseline.

Relation P R F
Invest. 65.8 53.2 58.8

Compet. 67.7 71.9 69.7
Cooperat. 63.8 68.2 65.9

Legal. 83.3 62.5 71.4
Sale. 61.1 55.0 57.9

Others 86.9 86.1 86.5

Table 3: Best performing model results per relation type.

be drawn. First, considering Tbin as an auxiliary task in the
multitask model could improve the model recall, scoring the
highest value (+ 3% in R over baseline), yet low precision.
Second, when the auxiliary task is Tbiz , the model achieves a
better precision compared to Tbin, however, the recall is still
low. Combining the two auxiliary tasks Tbin + Tbiz with the
main task offers a good compromise between precision and
recall, achieving therefore the best F1-score (+ 1.3% over
the baselines).

A closer look into results per class for our best model (cf.
Table 3) shows that the relation types with the best F1-score
are the ones with more training data (Competition, Cooper-
ation). The relation type Legal Proceeding scores a high F1-
score, which can be due to the similarity and few variations
of relation instance patterns because of the few examples we
have.

Error Analysis
We performed a detailed error analysis on the best perform-
ing model in order to gain insights into the main short-
comings of the current approach. We can notice two main
sources of errors.

The first one concerns sentences containing more than
one relation between different entity pairs, as in (8). In this
example, only the relation linking the two EO underlined
has to be identified. Our best model predicts COOPERATION
(EO2,EO3), whereas the ground-truth annotation is OTH-
ERS (EO2,EO3). Note that a COOPERATION relation actu-
ally exists between EO1 and EO2 and between EO1 and
EO3 .

(8) À ce jour, les partenaires TOP du [CIO]1 qui seront as-
sociés aux JO de Paris 2024 sont Alibaba, Bridgestone,
[Intel]2, Omega, [Panasonic]3, Toyota et Visa.
(To date, the TOP partners of the [IOC]1 who will

be associated with the Paris 2024 Olympic Games are
Alibaba, Bridgestone, [Intel]2, Omega, [Panasonic]3,
Toyota and Visa)

The second source of error arises from the use of generic
lexical clues to express certain business relations, as in (9).
The lexical clue ”de” (of) is generally used to express the re-
lation type Investment referring to a subsidiary link between
two organizations in French language. However, in this ex-
ample, it does not. Our model misclassified this sentence as
Investment(EO1,EO2) whereas the ground-truth annotation
is OTHERS (EO1,EO2).

(9) Si [Google]1 est sorti de [Stanford]2, il y a aussi
des startups françaises connues qui sont nées au sein
d’incubateurs des écoles.
(If [Google]1 came out of [Stanford]2, there are also
well-known French startups that were born within
school incubators)

Conclusion
We introduce the first French dataset for business relation
extraction manually annotated of 5 business relations and
one negative relation Others of an importance for end-user
systems. We also propose a multitask model trained on this
dataset, accounting for generic and specific features of this
type of relations. The obtained results are very encouraging
and can help advance this line of research.
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