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Abstract

Nowadays, organizations collect vast quantities of sensitive
information in ‘Enterprise Resource Planning’ (ERP) sys-
tems, such as accounting relevant transactions, customer mas-
ter data, or strategic sales price information. The leakage of
such information poses a severe threat for companies as the
number of incidents and the reputational damage to those
experiencing them continue to increase. At the same time,
discoveries in deep learning research revealed that machine
learning models could be maliciously misused to create new
attack vectors. Understanding the nature of such attacks be-
comes increasingly important for the (internal) audit and
fraud examination practice. The creation of such an aware-
ness holds in particular for the fraudulent data leakage using
deep learning-based steganographic techniques that might re-
main undetected by state-of-the-art ‘Computer Assisted Au-
dit Techniques’ (CAATS). In this work, we introduce a real-
world ‘threat model’ designed to leak sensitive accounting
data. In addition, we show that a deep steganographic pro-
cess, constituted by three neural networks, can be trained to
hide such data in unobtrusive ‘day-to-day’ images. Finally,
we provide qualitative and quantitative evaluations on two
publicly available real-world payment datasets.

Introduction

In recent years data became one of the organizations most
valuable asset (‘the new oil’ (The Economist 2017)). As
a result, data protection, preventing it from being stolen
or leaked to the outside world, is often considered of
paramount importance. This observation holds in particu-
lar for data processed and stored in Enterprise Resource
Planning (ERP) systems. Steadily, these systems collect vast
quantities of business process and accounting data at a gran-
ular level. Often the data recorded by such system encom-
passes sensitive information such as (i) the master data of
customers and vendors, (ii) the volumes of sales and rev-
enue, and (iii) strategic information about purchase and sales
prices. Nowadays, the leakage of such information poses
a severe issue for companies as the number of incidents
and the costs to those experiencing them continue to in-
crease!. The potential damage and adverse consequences

Copyright © 2021, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

'An overview of leakage incidents: https://selfkey.org/data-
breaches-in-2019/.

of a leakage incident may result in indirect losses, such as
violations of (privacy) regulations or settlement and com-
pensation fees. Furthermore, it can also result in indirect
losses, such as damaging a company’s goodwill and repu-
tation or the exposure of the intellectual property. Formally,
data leakage can be defined as the ‘unauthorized transmis-
sion of information from inside an organization to an exter-
nal recipient’ (Shabtai, Elovici, and Rokach 2012). The key
characteristic of a data leak incident is that it is carried out by
‘insiders’ of an organization, e.g., employees or subcontrac-
tors. The detection of such insider attacks remains difficult
since it often involves the misuse of legitimate credentials or
authorizations to perform such an attack.

Recent breakthroughs in artificial intelligence, and in par-
ticular deep neural networks (LeCun, Bengio, and Hinton
2015), created advances across a diverse range of appli-
cation domains such as image classification (Krizhevsky,
Sutskever, and Hinton 2012), speech recognition (Saon
et al. 2015), language translation (Sutskever, Vinyals, and
Le 2014) and game-play (Silver et al. 2017). Due to their
broad application, these developments also raised aware-
ness of the unsafe aspects of deep learning (Szegedy et al.
2013; Goodfellow, Shlens, and Szegedy 2014; Papernot
et al. 2017), which become increasingly important for the
(internal-) audit practice. The research of the potential im-
pact of deep learning techniques in accounting and audit
is still in an early stage (Sun 2019; Schreyer et al. 2017,
2019b). However, we believe that it is of vital relevance to
understand how such techniques can be maliciously mis-
used in this sphere to create new attack vectors (Ballet et al.
2019; Schreyer et al. 2019a). This holds in particular for the
fraudulent” data leakage using deep learning-based stegano-
graphic techniques that might remain undetected by state-
of-the-art Computer Assisted Audit Techniques (CAATS).

In general, the objective of steganography denotes a se-
cret communication (Shabtai, Elovici, and Rokach 2012): a
sender encodes a message into a cover medium, such as an
image or audio file, such that the recipient can decode the
message. At the same time, a potential (internal-) auditor or

2According to (Garner 2014) the term fraud refers to the use
of one’s occupation for personal enrichment through the deliber-
ate misuse or misapplication of the using organization’s resources
or assets, e.g. the booking of fictitious sales, fraudulent invoices,
wrong recording of expenses.
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Figure 1: Exemplary data leakage threat model designed to leak sensitive accounting data such as (i) detailed journal entries or
(ii) sensitive customer and vendor master data. The sensitive data is encoded into non-suspicious appearing ‘container’ images

that transmitted to a location outside of the organization.

fraud examiner cannot judge whether the cover medium con-
tains a secret message or not. In this paper, we present a deep
learning-based steganographic process designed to leak sen-
sitive accounting data. We regard this work to be an ini-
tial step towards the investigation of such future challenges
of audits or fraud examinations. In summary, we present
the following contributions: First, we describe a real-world
‘threat model’ designed to leak sensitive accounting data us-
ing deep steganographic techniques. Second, we show that
deep neural networks are capable of learning to hide the ac-
counting data in everyday data, such as simple ‘cover’ im-
ages. The created cover images are deliberately designed not
to raise awareness and misguide auditors or fraud examin-
ers. Third, to complete the attack scenario, we demonstrate
how the hidden information can be revealed from the cover
images upon the successful leak.

Related Work

A wide variety of steganography settings and methods have
been propsed in the literature; most relevant to our work are
methods for blind image steganography, where the message
is encoded in an image and the decoder does not have access
to the original cover image.

Least Significant Bit (LSB) Methods: The Least Signif-
icant Bit (Chandramouli and Memon 2001; Fridrich, Gol-
jan, and Du 2001; Mielikainen 2006; Viji and Balamurugan
2011; Qazanfari and Safabakhsh 2017) describes a classic
steganographic algorithm. In general, each pixel of a dig-
ital image is comprised of three bytes (i.e., 8 binary bits)
that represent the RGB chromatic values respectively. The
nbit-LSB algorithm replaces the least n significant bits of the
cover image by the n most significant bits of the secret im-
age. For each byte, the significant bits dominate the colour
values. This way, the chromatic variation of the container
image (altered cover) is minimized. Revealing the concealed
secret image can be accomplished by reading the n least sig-
nificant bits and performing a bit shift despite that its dis-
tortion is often not visually observable. However, the LSB

algorithm is, highly vulnerable to steganalysis. Often sta-
tistical analyses can easily detect the pattern of the altered
pixels as shown in (Fridrich, Goljan, and Du 2001; Lerch-
Hostalot and Megias 2016; Luo, Huang, and Huang 2010).
Recent works have therefore focused on methods that pre-
serve the original image statistics or the design of sophisti-
cated distortion functions (Holub and Fridrich 2012; Holub,
Fridrich, and Denemark 2014; Long and Li 2018; Pevny,
Filler, and Bas 2010; Swain 2018; Tamimi, Abdalla, and Al-
Allaf 2013).

Discrete Cosine Transform (DCT) Methods: To over-
come the drawbacks of the LSB algorithm, the variant
HRVSS (Eltahir et al. 2009) and (Muhammad et al. 2018)
focus for example, on the unique biological trait of human
eyes when hiding grey images in colour images. Other ap-
proaches utilize the bit-plane complexity segmentation in ei-
ther the spatial or the transform domain (Kawaguchi and Ea-
son 1999; Spaulding et al. 2002; Ramani et al. 2007). Other
algorithms embed secret information in the Discrete Cosine
Transformation ‘DCT’ frequency domain of an image. This
is achieved by deliberately changing the DCT coefficients
(Chae and Manjunath 1999; Kaur, Kaur, and Singh 2011;
Nag et al. 2011; Zhang et al. 2018). As many of those co-
efficients are zero in general, they can be exploited to em-
bed information in the images frequency domain rather than
the spatial domain (EI_Rahman 2018; Cheddad et al. 2010;
Sadek, Khalifa, and Mostafa 2015).

Deep Learning Methods: Recently, deep learning-based
steganography methods have been proposed to encode (bi-
nary) text messages in images (Baluja 2017; Zhu et al.
2018). Prior works (Husien and Badi 2015; Pibre et al. 2015)
mostly focused on the decoding of the hidden information
(in terms of determining which bits to extract from the con-
tainer image) to increase the transmission accuracy. Besides,
deep learning methods are also increasingly employed in the
context of steganalysis to detect the information potentially
hidden (Pibre et al. 2016; Qian et al. 2015; Tan and Li 2014;
Xu, Wu, and Shi 2016). In this work, we build on the ideas of



(Baluja 2017; Hayes and Danezis 2017) that proposed an en-
tire steganographic based on deep networks, encompassing a
preparation, an encoding (hiding) and decoding (revealing)
network. To the best of our knowledge, this work presents
the first analysis of a deep neural network based data leak-
age attack targeting sensitive financial accounting data.

Deep Steganography Threat Model

To establish such a data leakage attack, we introduce a threat
model depicted in Fig. 1, in which a person or group of peo-
ple, referred to as the perpetrator, within an organization
intends to transmit ‘leak’ sensitive data of the organization
to an external destination or recipient. To initiate the attack,
a perpetrator will query the ERP system to extract the sen-
sitive accounting data to be leaked, such as detailed journal
entry data or customer and vendor master data tables (1). Af-
terwards, the extracted entries are converted into binary im-
ages, referred to as secret images, exhibiting a ‘one-hot” en-
coded representation of the data. One could think of convert-
ing the information into a Quick Response (QR) code repre-
sentation using designated publicly available software?.

Following, a population of images referred to as cover im-
ages is selected. Usually, the cover images contain unob-
trusive content to leak the secret information covertly. Such
images can, for example, be obtained from prominent and
publicly available image databases such us (Thomee et al.
2016; Russakovsky et al. 2015). Following, a deep stegano-
graphic model is learned utilizing a deliberately designed
training process. The process is comprised of a sequence of
deep neural networks that process both the secret and the
cover images. The model is trained to create a container im-
age that efficiently encodes the information contained in the
secret image into the cover image (2). Thereby the encod-
ing is regularized to hide the secret information with mini-
mal distortion of the visual appearance of the cover image.
Simultaneously, the model is trained to also decode the en-
coded secret information from the container image.

Upon successful training, the model is exploited to facil-
itate the attack (3). Therefore, a single or a series of con-
tainer images are created that conceal the sensitive data to
be leaked. The created container images are then transmit-
ted either (i) electronically (e.g., via email or files-haring) or
(ii) physically (e.g., via mobile phone or USB flash drive) to
a location outside of the organizational boundaries, usually
referred to as ‘safe zone’. (4). Visually the container images
seem to correspond to unobtrusive ‘everyday’ images but
encode the sensitive information to be leaked. As a result,
they exhibit a high chance of being judged as non-suspicious
throughout an internal audit. Once the container images are
successfully transmitted, the secret binary images can be re-
vealed using the steganographic model (5). Ultimately the
sensitive data can be encoded at high accuracy (6).

Deep Steganography Process

Inspired by and building on the work of Baluja (Baluja 2017)
we investigate if a deep-learning based steganography pro-
cess can be misused to leak sensitive accounting data. The

3GitHub: https://github.com/Bacon/BaconQrCode

proposed process, is constituted of three neural networks: a
preparation network Py, a hiding network H, and a reveal
network 1. The distinct networks are trained ‘end-to-end’
and 6, ¢, and v denote the trainable parameters of each net-
work respectively.

To establish a potential data leak, a set of X of IV jour-
nal entries z',z2,...,z™ (or other tabular data record) is
extracted from the ERP system to be attacked. Each jour-
nal entry x* consists of M accounting specific attributes
o}, ah, .., a5, ..., x,. The individual attributes x; describe
the journal entries details, e.g., the entries’ fiscal year, post-
ing type, posting date, amount, general-ledger. Afterwards,
each entry is sequentially processed by the distinct networks
as described in the following.

Prepare Step: Each entry (or multiple entries) is con-
verted into a secret image. The secret image I°°¢ &
{0, 1}*W of shape H x W contains a binary representation
of the information to be leaked. The preparation network Py
receives I1°¢“ and converts it into a RGB prepared image
I7e € {0,255} H*W that exhibits the desired charac-
teristics to be hidden.

Hide Step: The hiding process is then initiated using the
prepared image and a cover image. The RGB cover image
I°°v € {0,255} H*W of shape C' x H x W corresponds
to an arbitrary ‘everyday’ image and is used to hide the pre-
pared image. The hiding network H receives a cover image
I1°°? and the prepared image IP"¢. Using both input images,
H, produces a RGB container image I, of the same shape
as ¢,

Reveal Step: Subsequently, the container image is passed
to the reveal network R, to produce a binary reveal image
Imev € {0,1}#*W that exhibits a high similarity to the
original prepared image IP"¢. Ultimately, 1" is supposed
to reveal the secret information of 7°¢¢ hidden in /°°". The
training of the architecture follows a dual training objective,
namely (1) the minimization of the cover distortion (cover
loss) and (2) the preservation of the secret information (se-
cret loss) when optimizing the network parameters.

Cover loss: The first training objective requires that the
container image [°°" exhibits a high visual similarity to the
cover image [°°Y. Formally defined as the mean-squared dif-
ference £§% between both images, given by:

C-1H-1W-1

o0 =SS S e qem 2 ()

=0 y=0 2=0

where C, H, and W denote the shape of both RGB images
and 6 and ¢ the network parameters.

Secret loss: The second training objective requires that
the revealed image ™" should contain the same binary in-
formation as encoded in the original secret image I°““. For-
mally defined as the binary cross-entropy difference L3¢ |

of between images, given by:

H-1W-1

Liia =2 D Lyl Ly o
z=0 y=0

+ (1= 125 log(1 - I57),
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Figure 2: The data leakage process as introduced in (Baluja 2017), applied to learn a steganographic model of real-world ac-
counting data. The process is designed to encode and decode sensitive information into unobtrusive ‘day-to-day’ cover images.

where H, and W denote the shape of both binary images
and 6, ¢ and ~y the network parameters. We train the network
parameters 6, ¢, and y batch-wise using stochastic gradient
descent to minimize a combined steganographic loss func-
tion ’G‘Lé , over the distributions of secret and cover images,

as defined by:

1 N-1 1 N-1
L= D LEE+B 5 2 Libr O
=0 =0

where N denotes the size of the training batch and the fac-
tors v and /3 balance both losses. In summary, the approach
builds upon the idea of autoencoder neural networks origi-
nally proposed in (Hinton and Salakhutdinov 2006). We en-
coded two input images such that the learned intermediate
representation °°™ comprises an image that appears as sim-
ilar as possible 7°°¥ and thereby hides the accounting data
information contained in /°¢°.

Datasets and Experimental Setup

Due to the high confidentiality of real-world accounting data
and to allow for reproducibility of our results, we evaluate
the proposed methodology based on two publicly available
datasets of real-world city payments. The payment datasets
serve as secret data to be hidden. We use a prominent dataset
of everyday images that serves as cover data to hide the pay-
ment information.

Secret Data: The secret datasets to be leaked, encom-
pass two publicly available payment datasets of the city
of Philadelphia and the city of Chicago. The majority of
attributes recorded in both datasets (similar to real-world
ERP data) correspond to categorical (discrete) variables, e.g.
posting date, department, vendor name, document type. For
each dataset we pre-process the original payment line-item
attributes to (i) remove semantically redundant attributes and
(ii) obtain a binary (‘one-hot’) representation of each pay-
ment record. The following descriptive statistics summarise
both datasets upon successful data pre-processing:

The “City of Philadelphia’ dataset* (dataset A) encom-
passes the city’s payments of the fiscal year 2017. It repre-

*https://www.phila.gov

sents nearly $4.2 billion in payments obtained from almost
60 city offices, departments, boards and committees. The
dataset encompasses n = 238, 894 payments comprised of
10 categorical and one numerical attribute. The encoding re-
sulted in a total of D = 8, 565 one-hot encoded dimensions
for each vendor payment record ¢ € R®565.

The “City of Chicago’ dataset’ (dataset B) encompasses
the city’s vendor payments ranging from 1996 to 2020. The
data is collected from the city’s ‘Vendor, Contract and Pay-
ment Search’ and encompasses the procurement of goods
and services. The dataset encompasses n = 72,814 pay-
ments comprised of 7 categorical and one numerical at-
tribute. The encoding resulted in a total of D = 2,354
one-hot encoded dimensions for eachvendor payment record
i e R2:354

Cover Data: The cover dataset used to hide the secret
data is derived from the ‘ImageNet 2012’ dataset. The ‘Ima-
geNet 2012’ (Russakovsky et al. 2015) dataset® (ImageNet)
is a publicly available datasets commonly used to evaluate
machine learning models. The original dataset contains a to-
tal of 1.2 million RGB images organized in non-overlapping
1,000 subcategories. Each category corresponds to a real-
world concept, such as ‘llama’, ‘guitar’, or ‘pillow’. We use
a subset of the entire dataset referred to as the “Tiny Ima-
geNet’ dataset’. The dataset consists of 200 ImageNet sub-
categories. Thereby, each category encompasses 500 images
resulting in a total of 100k RGB images. To demonstrate the
generalization of the proposed method, we crop from each
image a random image patch of size 224 x 224 pixels per
channel and resize it to 256 x 256 pixels.

Architectural Setup: The steganographic process as
shown in Fig. 2 and described in (Baluja 2017) is trained
end-to-end comprised of the preparation network Py, the
hiding network Hy, and the reveal network .. Each net-
work applies a series 2D convolutions (LeCun, Bengio et al.
1995) of different filter sizes applied onto the input images
(architectural details are described in the appendix). The
convolutions are followed by non-linear ReLU activation

Shttps://data.cityofchicago.org
®http://image-net.org/download-images
"https://tiny-imagenet.herokuapp.com



Table 1: Network training losses (£} Lg"’;, 252 ), PSNR, SSIM, and BACC obtained on both city payment datasets when

. 0,47 6,0,y
using three channel C' = 3 RGB (H x W x 3) cover images.

Dataset BPP o au cgop cyee PSNR SSIM BACC

02 1.0 | 0632001 043+0.06 054001 | 43.91+£0.64 0997 £0.001  0.999 £ 0.001

A 00436 05 10| 074+£003 040+£0.04 054004 | 4423+£050 0997 +0.001  0.998 & 0.003

: 08 1.0 | 0812003 034+£003 055+001 | 4497043 0.998 +£0.001  0.999 % 0.001

1.0 1.0 | 092+006 038£0.05 054+002 | 4442065 0997 +£0.001  0.998 + 0.002

02 1.0 | 067007 079+0.03 051000 | 41.38£032 0.998 +0.002 0.999 + 0.001

B 00120 05 1.0 | 0774£001 052£002 051001 | 42.944+023 0996 £0.001  0.998 == 0.001

: 08 1.0 | 087005 046+0.07 051000 | 43.51£0.65 0.995+0.003 0.998 % 0.002

10 10 | 099 +£0.04 047+£0.04 052+000 | 43354+037 0997 £0.001  0.997 = 0.003

Values of the distinct loss functions £ are multiplied by 10%, variances originate from parameter initialization using four distinct random seeds.

Table 2: Network training losses (£} Lg"’;, 252 ), PSNR, SSIM, and BACC obtained on both city payment datasets when

0,0,7° 0,0,

using single channel C' = 1 grayscale (H x W x 1) cover images.

Dataset BPP «a B Lquf - Lgoq}’ LgeqfW PSNR SSIM BACC
A 0.1307 0.5 1.0 | 029 +0.00 0.01 £0.00 0.54 4+0.01 60.93 £ 1.58 0.999 +£0.001 0.997 + 0.002
B 0.0359 05 1.0 | 0.87£0.04 0.64+0.07 0.5540.02 | 42.274+0.49 0.989 +£0.003 0.977 £ 0.002

Values of the distinct loss functions £ are multiplied by 10%, variances originate from parameter initialization using four distinct random seeds.

functions (Nair and Hinton 2010).

Training Setup: The networks are trained on secret im-
ages 1°°¢ derived from the entire population of payments in
each dataset. Throughout the training, the secret images are
paired with randomly drawn cover images /°°“ of the Im-
ageNet dataset. We train with a mini-batch size of m = 6
secret-cover image pairs for a max. 7 = 800k iterations and
apply early stopping once the combined loss defined in Eq. 3
converges. Thereby, the network parameters 6, ¢, and ~y are
optimized with a constant learning rate of 7 = 1075 using
Adam optimization (Kingma and Ba 2014), setting 51 = 0.9
and B2 = 0.999. We sweep the weight factor of the container
image loss £§°f through a € [0.2,1.0] to determine an opti-
mal hyperparameter setup.

Experimental Results

In this section, we quantitatively and qualitatively assess
the data leakage capability of the introduced steganographic
process. The quantitative evaluation is conducted according
to: (1) model secrecy, the difficulty of detecting the sensitive
accounting data hidden in each image; (ii) model accuracy,
the extent to which the secret information can be revealed
correctly from the container image.

Quantitative Evaluation: We evaluate the model secrecy
using the Peak Signal-to-Noise Ratio (PSNR) ratio as a
proxy. The PSNR measures the ratio between the maximum
possible power of a signal and the power of corrupting noise
that affects the fidelity of its representation, as defined by:

ICO'U
PSNR = 10 - log, ﬁcmax‘ | )
0

where max |/°°?| denotes the maximum absolute possible
value of the cover image. In the absence of noise, the cover
image I°°“ and the container image I°°" are identical, and

thus the ﬁg‘f(’; is zero. In this case, the PSNR is infinite (Sa-
lomon 2004). It is assumed that acceptable values for wire-
less transmission quality loss are considered to be about 20
dB to 25 dB (Li and Cai 2007). In addition, we measure
the Structural Similarity Index Measure (SSIM) (Wang et al.
2004). The SSIM defines a perception-based model consid-
ering image degradation as a perceived change in structural
information. We quantify the visibility of differences be-
tween the distorted container image /°°" and the cover im-
age I°°V, as defined by:

(2/10011/10071 + Cl)(QUcov,con + 62)

SSIM = ,
(/‘L?:ov + /J‘gon + Cl)(agov + Ugon + 02)

(&)

where .o, and L., denotes the average pixel value of
1°°Y and I°°™ respectively, 0., and o, their variance, and
Ocov,con the co-variance of the pixel values in both images.
The SSIM maximum possible value of 1 indicates that the
two images are structurally similar, while a value of 0 indi-
cates no structural similarity.

We measure the model accuracy using Bit Accuracy (ACC),
which denotes the fraction of identical active bits between
the secret image and revealed image, as defined by:

H—-1 W-1
2ia=0 2y=0 L[lIzeg—Molzey||<s]
H—-1 W-1
ZI:o Zy:() l[I;jy“>0]

where 1 denotes the indicator function and M =
max (I, k) denotes a binary pixel mask corresponding to
the k& most active pixel values in I"°Y. We set k to the num-
ber of active binary pixels in 7°¢“. The operator o denotes
the element-wise multiplication, and § denotes the dissim-
ilarity threshold of the most active pixel values. We set to
0 = 0.001 in all our experiments.

BACC =1 —

, (©6)
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Figure 3: Exemplary data hiding results of a deep steganographic process model trained for 7 = 800k iterations using RGB
cover images (left to right): original secret, revealed secret, original cover, and created container image, as well as the pixel-wise
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Figure 4: Exemplary data hiding results using grayscale cover images (left to right): original secret, revealed secret, prepared
secret, original cover, and created container image, as well as the pixel-wise residual errors of the cover and the container image.

We analyze the performance of the introduced process
in two setups: In the first setup, we use the original three-
channel RGB images of the ImageNet dataset to hide the
secret information. In the second setup, we reduced the ca-
pacity of the cover images by converting the dataset of cover
images to single-channel grayscale images. We measure ca-
pacity as Bits Per Pixel (BPP) (Zhu et al. 2018), which de-
notes the number of encoded secret bits in the encoded im-
age, defined by D/ (HxWxC). The trained models are eval-
uated on randomly drawn combinations of 5k secret-cover
image pairs. Tables 1 and 4 show the quantitative results of
both setups. It can be observed that in the RGB cover im-
age setup different « parameterizations yield high a secrecy
and accuracy of the secret information. Similar results are
obtained for the grayscale cover image setup, indicating that

the grayscale images provide sufficient capacity to hide the
data to the unaided human eye.

Qualitative Evaluation: Figure 3 shows three exemplary
data hiding results using RGB cover images. The recon-
structed container images I°°" appear almost identical to the
original cover images /°°“ and encode all the information
necessary to reconstruct the original payment information.
The rightmost column shows the pixel-wise residual error
between [°°Y and [°°™. It can be observed that the secret
information is encoded across the pixel intensities of 7°°"
and cannot easily be obtained. This learned obfuscation is of
high relevance in a scenario when the original cover image
becomes accessible to the auditor or fraud examiner. Figure
4 shows two exemplary data hiding results of the grayscale
cover image setup. It can be observed that, due to the lim-



ited capacity of the cover, the secret information remains
partially visible in the pixel-wise residual error even when
training the model for 7 = 800k iterations.

Conclusion

In this work, we conducted an analysis of deep steganog-
raphy as a future challenge to the (internal) audit and fraud
examination practice. We introduced a ‘threat model’ to leak
sensitive information recorded in ERP systems. We also pro-
vided initial evidence that deep steganographic techniques
can be maliciously misused to hide such information in un-
obtrusive ‘everyday’ images. In summary, we believe that
such an attack vector pose a substantial challenge for CAATSs
used by auditors nowadays and the near future.
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Appendix A: Architectural Details

Table 3: Architectural details of the distinct neural networks that constitute the
network Py, hiding network H 4, and reveal network 12,.

steganography process, namely preparation
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Preparation Net P Reveal Net R,

Hiding Net Hy

Each network applies a series of convolutions and non-linear activation’s onto their respective input images. Each network
applies a series of 2D convolutions Convy, ;. (LeCun, Bengio et al. 1995) of different filter sizes applied onto the input images,
where c denotes the number of output channels and £ x & denotes the filter kernel size. The convolutions are followed by
non-linear Re LU activation’s (Nair and Hinton 2010).

Appendix B: Additional Experimental Results

ALL cov

Table 4: Network training losses ( 0.6 Loogs gizc&,v)’ PSNR, SSIM, and BACC obtained on both city payment datasets when
using single channel C' = 1 grayscale (H x W x 1) cover images.

Dataset BPP «a B 74 - l:goq}’ Seqf,y PSNR SSIM BACC

02 1.0 | 0.114+0.01 0.01+0.00 0.54+0.01 | 64.84+0.49 0.999 +0.001 0.997 £ 0.003

A 0.1307 05 1.0 | 029£0.00 0.01+0.00 0.54+0.01 | 60.93+£1.58 0.999 +0.001 0.997 &+ 0.002

: 08 10 | 0441000 001+000 054+000 | 6098+0.13 0999+ 0001 0.999 + 0.006

10 1.0 | 0554001 0.01+000 054+001 | 60.15+179 0999 +0001  0.999 + 0.004

02 10| 075£0.02 0824008 0.53+£0.01 | 39.98+0.33 0.98540.001 0.983 4+ 0.003

B 0.0359 05 10 | 087004 0.644+007 055+£0.02 | 42271049 0.989 +0.001 0.977 4+ 0.002

. 08 1.0 | 0984+0.05 0.524+0.06 0.58+0.01 | 43.19+0.53 0.990 4 0.001 0.967 £ 0.006

1.0 1.0 | 099+0.13 041+0.14 0.58+0.01 | 4428 +1.34 0991 +0.001 0.966 £ 0.005

Values of the distinct loss functions £ are multiplied by 104, variances originate from parameter initialization using four distinct random seeds.



