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Abstract

Financial transactions, such as payments between individuals and institutions, are ubiquitous data both in large financial institutions and peer-to-peer payment services and online marketplaces. Such data have a rich latent structure consisting of both a temporal component, the point process of times at which transactions occur, and a relational component, the patterns of payments between different entities. Most existing approaches either model individual point processes independently, without regard to the relational component, or instead focus on the evolution of the relational structure and ignore the point process of transaction times. We thus propose PayVAE, a generative model which attempts to learn the temporal and relational structure of financial transactions directly from the data. We apply our model to a real peer-to-peer payments dataset and demonstrate that it is capable of generating realistic transactions.

Introduction

Financial transactions, such as payments between individuals and institutions, are ubiquitous data both in large financial institutions, peer-to-peer payment services and online marketplaces. Wholesale payments businesses, which provide clients with solutions to facilitate payments to and from other entities, represent large and stable sources of revenue for banking institutions (Allchin et al. 2018). Electronic funds transfer networks such as ACH, SWIFT, Fedwire and Giro facilitate billions of annual transactions between institutions, governments, businesses and individuals (Gerdes et al. 2020). Similarly, peer-to-peer payments businesses such as PayPal, Venmo, Square and Zelle, which facilitate everything from friends splitting restaurant bills to paying rent and for goods and services, process increasing volumes of transactions each year (Rotatori 2018).

We define transaction data as sequence data comprised of a sender, receiver and transaction time. Other variables such as a payment amount or type may also be included as well as variables that are specific to the sender or receiver but do not vary between transactions. We provide (synthetic) examples of transaction data from a wholesale payments business (Borrajo, Veloso, and Shah 2020) and a peer-to-peer payments business (Venmo 2020) in Figure 1.
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Such data have a rich latent structure consisting of both a temporal component and relational component. Transaction times form a temporal point process, or a random process realized as a sequence of times an event occurs. Temporal point processes directly model periods between events as random variables and do not require choosing a time window to aggregate events (Daley and Vere-Jones 2003). This makes them a natural choice for modelling the times of irregularly occurring transactions. They have previously been used in finance to model arrival times of buy and sell orders on exchanges and other activities (Bacry, Mastromatteo, and Muzy 2015). Aside from the temporal structure, the patterns of interactions between senders and receivers form a rich relational structure. Most entities are likely to transact with a relatively small set of other entities. Transitive relations between these sets may form communities from which complex interactions may be observed. Such relational structure has been modeled extensively using networks or graphs.

Parametric models (Hawkes 1971; Isham and Westcott 1979; Aalen, Borgan, and Gjessing 2008) and more recently Generative Adversarial Networks (GANs) (Xiao et al. 2018) have been proposed as generative models for temporal point process data. However, these approaches only consider individual point processes independently; they do not consider the complex relational structure in point processes involving multiple entities. We are not aware of existing generative models capable of simultaneously learning the temporal and relational structure of such transactions directly from data.

In this paper, we propose PayVAE, the first generative model for transaction data that attempts to learn both the point process of transaction times as well as the complex relations between senders and receivers directly from the data. Our proposed model is based on a variational autoencoder (VAE) architecture where we apply convolutions to transaction times across interacting senders and receivers and use a recurrent model to encode the sequential structure. We demonstrate that our model generates realistic transactions by applying it to a real peer-to-peer payments dataset and comparing the real and simulated data.

Advances in popular neural generative architectures such as GANs and VAEs have led to increased interest in generative models. In finance, there are specific motivations for working on generative models. Due to the highly regulated nature of the industry, sharing data and research collabora-
tions are often complicated both with external researchers as well as between internal groups at the same institution. Generative models capable of producing high-fidelity synthetic data provide an alternative means for sharing data and collaborating when real data are highly confidential (Assefa et al. 2020). Additionally, a number of problems in finance, e.g. fraud detection, involve extreme class imbalances. Generative models can be co-opted to improve the robustness of systems trained on such data by producing more diverse examples of the imbalanced class for training.

Background and Related Work

Temporal Point Processes

Temporal point processes have been successfully applied across many domains including medical records (Weiss and Page 2013; Lian et al. 2015), social media analysis (Farajtabar et al. 2014, 2016b; Zipkin et al. 2016) and finance (Bacry, Mastromatteo, and Muzy 2015). Temporal point processes model the conditional intensity function, i.e. the rate at which the next event is expected to occur given past events. The literature on temporal point processes is vast and has been driven by adapting the conditional intensity function to capture different types of events. Examples of parametric models include self-exciting processes or Hawkes processes (Hawkes 1971), self-correcting point processes (Isham and Westcott 1979) and survival processes (Aalen, Borgan, and Gjessing 2008). Recent work has used non-parametric models such recurrent neural networks to estimate the conditional intensity function directly (Du et al. 2016, 2017). This work has been extended to multivariate point processes (Mei and Eisner 2017) where different events types are modeled simultaneously; however, no relational structure is included in the modeling step apart from pairwise correlations between event types. More recently, Xiao et al. (2018) proposed a GAN-based approach for direct sequence emulation, but this approach is only applicable to one-dimensional event sequences. Spatio-temporal point processes extend temporal point processes to account for spatial locations of events; see González et al. (2016) and Reinhart (2018) for recent reviews. In general, the occurrence of an event at a specific location and time is modeled based on past events within a neighborhood of such spatial location. This is usually achieved via Gaussian process regression or parametric models of the conditional intensity function (Cressie and Wikle 2011, Diggle 2014).

Recent work has extended spatio-temporal point processes to graphs (Ioannidis, Romero, and Giannakis 2018), however assuming the underlying network exists and is available during the training phase.

Dynamic Graph Embeddings

Graph representation learning is an extremely active research area. While most approaches focus on static graphs, there are a number of recent approaches which model the evolution of dynamic graphs over time. Most treat the temporal component as a regular discrete interval – they do not model a point process in continuous times. Popular methods based on matrix factorization (Li et al. 2017), random walks (Nguyen et al. 2018; Yu, Yin, and Zhu 2018) and combinations of Graph Neural Network (GNN) and recurrent architectures (Seo et al. 2018; Yu, Yin, and Zhu 2018) Goyal et al. (2017, 2020, Pareja et al. 2020) have been proposed.

In contrast, Trivedi, Dai, and Song (2017); Trivedi et al. (2019); Zuo et al. (2018); Farajtabar et al. (2016a); Chang et al. (2020) propose embeddings based on the continuous arrival and removal times of nodes and links, e.g. as in a social network, and/or continuous time processes evolving over the graph structure. A key distinction, however, is these approaches assume the existence of an observable graph with persistent links at any given time, e.g. current friend/follower relationships between users in a social network. In our setting, we only observe instantaneous transactions between senders and receivers; there are no persistent links. While we assume these transactions are influenced by rich latent relational dynamics that change over time, we are not able to directly observe these relationships as a graph.

More fundamentally, these approaches are designed to solve specific or general downstream prediction tasks; to our knowledge there are none which are generative models capable of producing synthetic transaction data with high fidelity and diversity. A further distinction between our approach and these methods is they use intensity functions to model point processes whereas PayVAE is intensity-free.

Variational Autoencoders

A variational autoencoder (VAE, Kingma and Welling 2013) is a generative model based on a directed Bayesian graphical model in which the observable data \(x\) are assumed to be generated from a set of latent variables \(z\). Starting from a simple prior \(p_{θ}(x)\) (usually multivariate Gaussian), a
VAE is composed of two components, both usually approximated using neural networks: a decoder which learns the likelihood \( p_{\theta}(x|z) \) and an encoder which approximates the intractable posterior of the latent space \( p_{\theta}(z|x) \) with a distribution \( q_{\phi}(z|x) \). The VAE aims to maximize the marginal likelihood of the resulting observed data \( p_{\theta}(x) \). However, as the term is intractable on its own, the evidence lower bound (ELBO) is maximized instead:

\[
\log p_{\theta}(x) \geq \mathbb{E}_{z \sim q_{\phi}(z|x)} \left( \log p_{\theta}(x|z) \right) - D_{KL} \left( q_{\phi}(z|x) \parallel p_{\theta}(z) \right),
\]

where \( D_{KL} \) is the KL-divergence between the posterior approximation and the prior. As a note, the above bound becomes an equality if the posterior is approximated exactly, i.e. \( q_{\phi}(z|x) = p_{\theta}(z|x) \). While the VAE architecture is structurally similar to the simple autoencoder (AE) architecture, the key distinction is that in an AE, \( z \) is a vector, whereas in a VAE, \( z \) is sampled from a distribution. AEs are not suitable for generative modelling because the learnt latent space of \( z \) may be discontinuous, producing unrealistic outputs for some values and reconstructing the original training data rather producing diverse variations. VAEs avoid this problem by explicitly defining \( z \) to be continuous.

Generative modelling using VAEs is a very active research area with many successful applications; see [Kingma and Welling (2013)] for an extensive review. Related to our work, variational graph autoencoders [Kipf and Welling (2016)] allow for the generation of graph-like structures, provided the underlying relational structure is known and available during training. VAEs have also been used for generating samples of stochastic point processes of sets of discrete actions [Mehrasa et al. (2019)], which are modelled simultaneously without including any relational structure. Finally, a related application is frame-to-frame video prediction [Denton and Fergus (2018), He et al. (2018), Franceschi et al. (2020)], which relies on smooth changes between subsequent frames.

**Proposed Model**

There are two main challenges to building a generative model for financial transactions: first, the model should simultaneously learn both the relational and temporal structure from the data without assuming the availability of an observable network of relations during training; second, the architecture should scale to a large number of accounts \( C \), as current methods in the literature would require the creation of \( O(2C^2) \) event types to account for all possible transactions between accounts. Our proposed model addresses both of these challenges, as highlighted by the example in the following evaluation section where we successfully generates realistic synthetic samples for transactions involving 625 accounts.

**Data Preparation**

As mentioned in the introduction, in this work we assume transaction data are sequences of a sender, receiver and transaction time, excluding other additional variables. Let \( t_{i,j} \) be the time of the \( k \)th transaction between account \( i,j \in \{1,...,C\} \) such that account \( i \) is the sender and account \( j \) is the receiver. As noted in [Xiao et al. (2018)], using inter-arrival times rather than transaction times makes training easier and more robust. We define the inter-arrival time \( \tau_{i,j}^k \) as the time elapsed between two consecutive transactions, i.e. \( \tau_{i,j}^k = t_{i,j}^k - t_{i,j}^{k-1} \). We assume that \( \tau_{i,j}^0 = 0 \) for all accounts \( i \) and \( j \). In addition, if there are only \( k \) such transactions between accounts \( i \) and \( j \) in a given sequence, we set \( \tau_{i,j}^{k+1}, \tau_{i,j}^{k+2}, ..., \tau_{i,j}^{k^*} = 0 \), where \( k^* \) is the maximum number of transactions between any two accounts in the training data. In this work, a transaction sequence corresponds to all transactions occurred in a day.

Given the above setup, we want to transform the transaction sequence in a format that makes training the model more efficient while simultaneously avoiding information loss; that is, we want to be able to recover the original transaction data regardless of the training formatting process. To this end, we capture the relational structure between accounts using a matrix \( A \in \mathbb{R}^{C\times C} \) in which each entry is equal to the inter-arrival time of a transaction, i.e. \( A_{i,j} = \tau_{i,j} \). We create such inter-arrival times matrices \( \{A^k\}_{k=1}^{k^*} \) for each of the \( k^* \) transactions, where \( k^* \) is the maximum number of transactions between any two accounts across a sequence in the training data. We combine all \( A^k \) matrices into an inter-arrival times (IAT) tensor \( T \in \mathbb{R}_+^{C\times C\times k^*} \), in which the entry \( T_{i,j,k} \) records \( \tau_{i,j}^k \), the inter-arrival time of the \( k \)th transaction between the sender \( i \) and the receiver \( j \) (0 if no such transaction occurs). We also define a binarized version of the IAT tensor as \( Y_k \), where \( y_{i,j}^k = 1 \) if \( A^k_{i,j} > 0 \).

**Encoding Accounts Relational Structure**

Capturing each accounts’ relational dynamics from the IAT tensor is challenging for a neural network layer, as operations such as graph convolutions (as in GraphVAE [Simonovsky and Komodakis (2018)]) are not applicable. Figure 2 left, highlights were the relevant information for the first account are encoded in the IAT tensor in its current form: the outgoing inter-arrival times are available on the first row while the incoming inter-arrival times are on the first column. In addition, changing the position of one account in the row/column changes the encoded information, i.e. the ordering of accounts might affect the model’s predictive capacity even though there is no natural known ordering of accounts. We propose a novel transformation to address these issues, shown in Figure 2 right. The matrix \( A \in \mathbb{R}^{C\times C} \) is transformed into a wider matrix \( A \in \mathbb{R}^{C\times(C^2-1)} \), in which the inter-arrival times for each account’s incoming transactions are appended at the end of each row. Duplicating the information allows us to capture all the relevant information for a specific account with a convolutional layer using a horizontal kernel. This transformation is lossless and the information encoded can be captured by a convolutional layer regardless of the account ordering.

**PayVAE Architecture**

Figure 3 provides a schematic representation of our proposed architecture, PayVAE. The encoder is composed of
Figure 2: A simple example with 3 accounts depicting how the proposed transformation modifies the inter-arrival time matrix. By appending the outgoing transaction inter-arrival times as new columns to each account, we create a representation which can be easily captured by a convolutional layer with a horizontal kernel.

two layers, a convolutional layer with a horizontal kernel and a recurrent neural network layer. Specifically, we first pass the transformed IAT tensor through the convolutional layer with a horizontal kernel of size $2C - 1$, with no striding or padding (Goodfellow, Bengio, and Courville 2016, Chapter 9); in other words, the inter-arrival times for each row in the transformed IAT tensor (i.e., for each account) are convolved together, with the convolution being applied row-wise. This operation results in a $C$-dimensional intermediate representation, which is then fed as an input to an LSTM (Hochreiter and Schmidhuber 1997) to capture the temporal structure. We map the output of the encoder into a $d$-dimensional latent space, where $d$ is a model hyper-parameter. The decoder was built mirroring the encoding process. After we sample from the latent space, we feed the sample as input to a recurrent layer (again an LSTM in this case) to build a $C$-dimensional representation of the sample. We split the reconstructed output in two parts, where we separately simulate the binarized version of the inter-arrival times $Y$ and the inter-arrival times $A$. We found reconstructing both tensors provided better results than simply reconstructing inter-arrival times alone. Both reconstruction attempts are obtained by applying a transposed convolution layer (Dumoulin and Visin 2016). Although technically not exactly representing an inverse convolution operation, a transposed convolution layer allows the intermediate representation to be “up-sampled” and greatly improves the model scalability by reducing the output size of the recurrent layer by an order of magnitude, from $O(2^C)$ to $O(C)$ respectively.

Loss Function

Let $\tilde{y}_{i,j}^k$ and $\tilde{A}_{i,j}^k$ being the reconstructed probabilities and inter-arrival times for the binarized and actual IAT tensor respectively. In order to take into account both output tensors, we consider a mixed bernoulli-Gaussian model, for which:

$$\log(p(Y, A | z)) \propto \sum_{i,j,k} y_{i,j}^k \log(\tilde{y}_{i,j}^k) + (1 - y_{i,j}^k) \log(1 - \tilde{y}_{i,j}^k)$$

$$+ \log\left(\mathcal{N}(\tilde{A}_{i,j}^k | \tilde{A}_{i,j}^k, \sigma^2)\right),$$

which in practice is equivalent to a binary cross-entropy term for the reconstructed probability and a squared-loss term for the inter-arrival times. During our experiments, we set $\sigma = 1$ and found no significant differences when restricting the latter term only to non-zero inter-arrival transaction times (which makes loss calculations more efficient).

Evaluation

We evaluate PayVAE by applying it to a real transaction dataset and comparing the simulated transactions to the real data, taking fidelity and diversity into consideration.

Dataset

We use a publicly available dataset consisting of over 7 million peer-to-peer payments scraped from the Venmo public API between July 2018 and February 2019 (Salmon 2019). Because many of the accounts in this dataset transact infrequently during this time period, we selected a subset of accounts which regularly used Venmo as a payment method for poker games. We focus on this subset due to their high levels of activity and interesting patterns of interactions. After filtering transactions to include only those whose descriptions include the term “poker”, we selected the top 10 accounts which transacted with the most other accounts, i.e. the high degree nodes. We select the subset of 625 accounts which are separated from any of these 10 accounts by up to 5 degrees via payments made during this time period. The resulting dataset, which includes only these 625 accounts, consists of 1,574 transactions occurring over 40 days where between 17 and 71 transactions occur on a given day.

Experimental Setup

We treat each day as a sample in our training data and construct IAT tensors for each. We train for 100,000 epochs with early stopping when the median loss over the last 1,000 epochs exceeds the previous 1,000 using an NVIDIA T4 GPU. We set the dimension $d$ of the latent space to 1024. We use the Adam optimizer with learning rate $1e^{-4}$. We assume both VAE priors and approximate posteriors to be Gaussian, hence deploying the loss function in Kingma and Welling (2013, Section F). After training, we generate synthetic transactions by sampling from the latent space and using the decoder of PayVAE to generate synthetic IAP and IAT tensors. We simulate an equal number of days as
Figure 3: Schematic of the PayVAE architecture. The encoder is composed of horizontal convolutional and recurrent (LSTM) layers to capture both relational and temporal structure. Samples from the \(d\)-dimensional latent space are decoded by first passing through a recurrent layer (LSTM), and then up-sampled by a transposed convolutional layer to generate both simulated inter-arrival probabilities and times.

We observe that the distributions of synthetic transaction times and numbers of transactions per day closely resemble the real data, indicating both strong fidelity within a sample and diversity of transaction times. The distribution of first transaction times most closely resembles the real data, capturing the bimodal nature of the distribution. The similarity decreases for each successive transaction, as the real data become more sparse. When we consider the degree distributions, however, we notice that while within a given sample the degree distributions of the real and simulated data closely match, i.e. most accounts have no transactions on a given day with a small number transacting once and very few transacting more than once, the overall degree distributions do not match very well. Upon inspection, this appears to be due to limited diversity in the number of accounts that are active across samples in the simulated data, i.e. each account that is active, or involved in a transaction, tends to interacts with a smaller number of accounts across the entire dataset than in the real data. In summary, while the fidelity is strong for each sample generated by PayVAE and the transaction times reflect the diversity of the real data, the pairs of accounts involved in a transaction tend to repeat more often across samples than in the real data, indicating limited diversity with respect to active accounts in the simulated data.

Analysis

We observe that the distributions of synthetic transaction times and numbers of transactions per day closely resemble the real data, indicating both strong fidelity within a sample and diversity of transaction times. The distribution of first transaction times most closely resembles the real data, capturing the bimodal nature of the distribution. The similarity decreases for each successive transaction, as the real data become more sparse. When we consider the degree distributions, however, we notice that while within a given sample the degree distributions of the real and simulated data closely match, i.e. most accounts have no transactions on a given day with a small number transacting once and very few transacting more than once, the overall degree distributions do not match very well. Upon inspection, this appears to be due to limited diversity in the number of accounts that are active across samples in the simulated data, i.e. each account that is active, or involved in a transaction, tends to interacts with a smaller number of accounts across the entire dataset than in the real data. In summary, while the fidelity is strong for each sample generated by PayVAE and the transaction times reflect the diversity of the real data, the pairs of accounts involved in a transaction tend to repeat more often across samples than in the real data, indicating limited diversity with respect to active accounts in the simulated data.
Conclusion and Future Work

We proposed PayVAE, a variational autoencoder which attempts to model both relational and temporal structure of financial transaction data. Our model relies on a novel scheme for transforming transaction sequences into a tensor which promotes efficient training and is invariant to the ordering of accounts (Figure 2). The encoding architecture is composed of a convolution layer equipped with a horizontal kernel, followed by a recurrent neural network. The decoding architecture mimics the encoder, relying on transposed convolution to scale simulations to a large number of accounts. We demonstrated the efficacy of PayVAE by applying it to a public peer-to-peer payments dataset consisting of transactions between 625 accounts over 40 days; we found it is able to simulate realistic daily sets of transactions which closely mimic the transaction times and occurrences of transactions in the real data, but tends to generate samples with limited diversity in terms of the accounts which are active. To the best of our knowledge, PayVAE is the first generative model for learning the temporal and relational structure of transaction data and the first such model that does not rely on directly modeling the point process intensity function.

In future work, we aim to improve the diversity in the number of active accounts generated by PayVAE, potentially by improving the architecture or encoding scheme or devising an appropriate loss penalty. We also plan to include additional transaction variables, such as transaction amount and payment type and investigate the scalability of the architecture to very large numbers of accounts, e.g. wholesale payments businesses process payments for accounts in the order of millions. Specifically, we are considering developing differentiable sparse layers that are compatible with our architecture for efficiency (current modules which support sparse tensors are extremely limited in most popular autograd systems). Additionally, in the present version of PayVAE the entire transaction sequence is mapped into a single $d$-dimensional latent space; another approach is to represent the temporal structure in the latent space as in temporal difference VAEs (TD-VAE, [Gregor et al., 2019]). We also note that while PayVAE is a generative model, the representation learned could be utilized for downstream tasks such as anomaly detection (for which VAEs have shown promising performance [Xu et al., 2018]); this could be relevant for detecting fraudulent financial activities. Finally, we are currently working with a large whole payments business to apply PayVAE to a large wholesale payments network.
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